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Method
• E-3DGS, the first approach for novel view synthesis 
from a color event camera that combines 3D 
Gaussians with event-based supervision 
• Frustum-based initialization, adaptive event 
windows, isotropic 3D Gaussian regularization and 
3D camera pose refinement 
• New synthetic and real event datasets for large 
scenes to study novel view synthesis in the new 
problem setting 

Rebecq et al. High Speed and High Dynamic Range Video with an Event Camera. TPAMI, 2019. 
Rudnev et al.  EventNeRF: Neural Radiance Fields from a Single Colour Event Camera. CVPR 2023. 
Low and Lee. Robust e-NeRF: NeRF from Sparse & Noisy Events under Non-uniform Motion. ICCV, 2023. 
Kerbl et al. 3D Gaussian Splatting for Real-Time Radiance Field Rendering. ACM ToG, 2023. 

Comparisons on the synthetic EventNeRF dataset.

•  Supports single object only/Scene extent has to be 
known in advance 
•  Comparably slow at training and rendering 
• Visual accuracy is behind the RGB-based 
alternatives 

EventNeRF [Rudnev et al., CVPR 2023]


