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EventNeRF: Neural Radiance Fields from a Single Colour Event Camera

1. EventNeRF transforms a short monocular 
event stream into a 3D model allowing novel 
view synthesis directly in RGB space
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5. Real Data Recording Setup

8. E2VID on Real Data

10. E2VID on Synth Data

11. Data Efficiency

We connect the Event Stream with the learned Scene Volume, represented by NeRF [1], by converting both into the difference between views at times t0 and t:

3. Event-based Ray Sampling Strategy

6. Real Data Results

7. Synth Data Results2. Related Works 13. Ablations

14. Extracted Depth

9. Deblur-NeRF (RGB)

15. Extracted Mesh
We captured a publically released dataset 
of 10 objects rotating on a turntable 
recorded with an event camera in our setup 
and reconstructed them with EventNeRF

4. Method

12. Real-time NGP-based Demo

Our technique is not bound to a particular Scene Volume representation, 
and therefore we can replace it, for example, with InstantNGP [4], enabling 
real-time rendering and training under a minute on a single RTX 2070 GPU
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Colour-less and sparse   
point clouds, unsuitable for 
novel view synthesis

Event Stream

Instead of sampling all rays uniformly, we 
sample rays according to the events. 
Negative sampling preserves uniformly 
coloured areas and acts as a powerful 
regularisation technique against noise


