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Overview
We propose the first algorithm that models non-rigid scene 
deformations and finds the accurate global 3D poses of the 
subject by human-deformable scene interaction constraints

• Given the scene mesh, camera parameters and RGB 
sequence, we recover 3D global human pose along with 
the non-rigid deformation of the scene geometry.

• We propose a learning-free raycast algorithm to find the 
contact region on the human body mesh and scene 
geometry for improved localisation accuracy.

• We release a new dataset for the experimental 
evaluation with human-scene interactions and 
observable scene deformations.

 

Results
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Related works: SMPLify-X [CVPR 2019], PROX [ICCV 2019], POSA [CVPR 2021], HULC [ECCV 2022]

• Multiview markerless 3D reconstruction of human mesh and 
deformable geometry

• 4 different subjects, 16K frames (30fps) in total
• Allows testing the performance of estimated geometry deformation

Stage 1:

Stage 2:

Stage 3:

Re-projection Shape 
regulariser

Pose prior Irregular joint 
angle penalty

Collision loss

Seen and unseen 
contact loss

Temporal smoothness
loss

ARAP-based scene deformation loss: 

Control vertex

Neighbouring vertex

Method

Raycasting-based Contact Estimation


